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1 Introduction

In applications such as sciences, engineering and economics, many problems that occur can be solved by minimizing a function; sometimes under constraints, sometimes without. Most of the time, the minimum of such a function cannot be found analytically. The solution is therefore to use one of the numerous algorithms which have been developed to approximately find a local minimizer numerically.

The two main classes of algorithm are line search methods and trust region methods. In line search methods, the problem is reduced to one dimension in every iteration by choosing a search direction and considering the objective function only along that line, whereas in trust region methods, the objective function is modelled in a small region by a function which is easier to approach, in the hope that by decreasing the model function one also achieves a decrease in the value of the objective function.

Throughout the world mathematicians and computer scientists try to improve existing algorithms or create new ones to achieve better and quicker results. The main criteria that define the quality of an algorithm are global convergence, speed (measured in CPU-time or number of iterations), efficiency with respect to the number of function evaluations (which can be very time consuming), numerical stability (especially when large or badly conditioned problems have to be solved) and the range of problems the algorithm can be applied to.

Global convergence is usually demanded at least for nicely behaving functions, e.g. twice continuously differentiable. To ensure this, most algorithms require monotone decrease of the objective function in every iteration. This can slow down the rate of convergence of an originally fast algorithm radically, for example when applied to a function with narrow curved valleys.

In recent years, there have been several quite successful attempts to avoid this behaviour by relaxing the request for monotony without loosing global convergence. In this paper, we consider some nonmonotone algorithms, in both classes, line search and trust region methods, and investigate their performance.

The organization of this paper is as follows. In section 2, we describe and assess several nonmonotone line search techniques. The same is done for trust region methods in section 3 and a conclusion is provided in section 4.

Notation:
Throughout this paper $g(x) = \nabla f(x)$ denotes the gradient of $f(x)$. The Hessian is denoted as $H(x) = \nabla^2 f(x)$ and at each iterate, $H_k = H(x_k)$ or an approximation to that. We write the scalar product as $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$ for the Euclidean norm, but often, any norm.
2 Nonmonotone line search methods

At first, we consider the unconstrained optimization problem

$$\min f(x) \quad \text{subject to} \quad x \in \mathbb{R}^n,$$

(1)
even though, some of the algorithms have been developed for constrained optimization. For each iterate $x_k$, a search direction $d_k$ is chosen, which needs to be a descent direction:

$$\langle d_k, g_k \rangle < 0.$$ 

(2)
The next iterate is then defined as $x_{k+1} = x_k + \alpha_k d_k$, where $\alpha_k$ is chosen to ensure sufficient decrease of the objective function. (One could also find the exact minimizer $\alpha_k$, but this is generally too expensive and ineffective, hence has been practically abandoned.) One possibility among several to ensure sufficient decrease is the Armijo condition (see [1]):

$$f(x_k + \alpha_k d_k) \leq f(x_k) + \alpha_k \gamma \langle d_k, g_k \rangle$$ 

(3)
for some $\gamma \in (0, 1)$. The Armijo backtracking rule chooses the integer $h_k$ minimal, such that (3) is satisfied for $\alpha_k = a \beta^h$, where $a > 0$, $\beta \in (0, 1)$.

It has been proven in [1] that for $f \in C^1$ with gradient $g(x)$ Lipschitz continuous in $\mathbb{R}^n$, the Armijo backtracking rule is enough to ensure global convergence to a first order critical point, provided that $\langle d_k, g_k \rangle / \|d_k\|$ does not converge to 0 and $f$ is bounded below. Hence, if this rule is applied to Newton’s or a Newton-like method, global convergence can be guaranteed, even though this is not necessarily the case when the whole Newton step is taken. On the other hand, it is very restrictive and can destroy the particularly fast convergence of these methods near a minimizer. So it is worth considering a less restrictive rule for choosing the steplength.
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Probably the first nonmonotone line search algorithm was the watchdog technique in [2]. It proposed a standard and a relaxed condition for choosing the steplength, where the relaxed condition was used, when the value of the objective function at the full step $x_k + d_k$ was ‘sufficiently less’ than the minimal value of the objective function in the last few iterations.

2.1 Nonmonotone Armijo condition

In 1986, Grippo, Lampariello and Lucidi proposed a nonmonotone generalization of the Armijo condition (3) in [3], which was used in several subsequent papers and led to new nonmonotone algorithms. They proposed the following algorithm GLL for minimizing a twice continuously differentiable function $f$ in problem (1), in which the steplength for $x_{k+1} = x_k + \alpha_k d_k$ is defined as $\alpha_k = a \beta^h$, for given $a > 0$ and $\beta \in (0, 1)$, where $h_k$ is the first nonnegative integer $h$ for which the nonmonotone Armijo condition

$$f(x_k + a \beta^h d_k) \leq \max_{0 \leq j \leq m(k)} [f(x_{k-j})] + \gamma a \beta^h \langle g_k, d_k \rangle$$

is satisfied, where

$$m(0) = 0, \quad 0 \leq m(k) \leq \min \{m(k-1) + 1, M\} \quad \text{for } k \geq 1.$$  

for a given nonnegative integer $M$.

**Algorithm 1 (GLL)**

**Data:** $x_0$, integer $M \geq 0$, $c_1 > 0$, $c_2 > 0$, $\gamma \in (0, 1)$, $\beta \in (0, 1)$.

**Step 1:** Set $k = 0$, $m(0) = 0$ and compute $f_0 = f(x_0)$.

**Step 2:** Compute $g_k$.
- If $g_k = 0$ stop, else compute $H_k$.
- If $H_k$ is singular, set $d_k = -g_k$, $m(k) = 0$ and go to Step 5.

**Step 3:** Compute $d_k = -H_k^{-1}g_k$.
- If $|\langle g_k, d_k \rangle| < c_1 \|g_k\|^2$ or $\|d_k\| > c_2 \|g_k\|$, set $d_k = -g_k$, $m(k) = 0$ and go to Step 5.

**Step 4:** If $\langle g_k, d_k \rangle > 0$, set $d_k = -d_k$.

**Step 5:** Set $\alpha = 1$.

**Step 6:** Compute $f_\alpha = f(x_k + \alpha d_k)$.
- If $f_\alpha \leq \max_{0 \leq j \leq m(k)} [f_{k-j}] + \gamma \alpha \langle g_k, d_k \rangle$, set $f_{k+1} = f_\alpha$, $x_{k+1} = x_k + \alpha d_k$, $k = k + 1$,
- $0 \leq m(k) \leq \min \{m(k-1) + 1, M\}$ and go to Step 2.

**Step 7:** Set $\alpha = \beta \alpha$ and go to Step 6.
Furthermore, they proved (for an even more general algorithm) that, if the level set \( \Omega_0 = \{ x : f(x) \leq f(x_0) \} \) is compact, then \( \{ x_k : k \in \mathbb{N} \} \subset \Omega_0 \), and for every limit point \( \bar{x} \) of \( \{ x_k \} \), \( g(\bar{x}) = 0 \) and \( \bar{x} \) is not a local maximum. In the case where the number of stationary points in \( \Omega_0 \) is finite, even global convergence has been shown.

A test of an implementation of algorithm GLL on several example problems showed that, compared to the monotone version \( (M = 0) \), a value of \( M = 5 \) or \( M = 10 \) is generally competitive and in most cases more efficient. Moreover, it could be observed that the nonmonotone Armijo backtracking is more valuable in the intermediate and final steps of the minimization process and that it is better to include a few monotone Armijo steps in the beginning.

### 2.2 Nonmonotone line search on a convex feasible set

In [5], the problem

\[
\text{minimize} \quad f(x) \quad \text{subject to} \quad x \in \Omega
\]  

was considered by Birgin, Martínez and Raydan, where \( \Omega \) is a closed convex set in \( \mathbb{R}^n \). For this purpose, the orthogonal projection \( P(z) \) onto \( \Omega \) was used to ensure feasibility at every iteration. Hence, the following spectral projected gradient algorithm (SPG) is most valuable for feasible sets, where the projection can easily be computed, e.g. box- or ball-shaped regions or polygons.

The search direction is essentially the steepest descent direction \(-g_k\), but projected back onto \( \Omega \). In every iteration, a trial point \( x_+ = x_k + \lambda d_k \) (where \( x_k + d_k \in \Omega \)) is accepted if it satisfies an analogy to the nonmonotone Armijo condition (4):

\[
f(x_+) \leq \max_{0 \leq j \leq \min(k,M)} [f(x_{k-j})] + \gamma \lambda \langle g_k, d_k \rangle
\]  

The parameters are \( M \geq 0, \alpha_{\text{max}} > \alpha_{\text{min}} > 0, \alpha_0 \in [\alpha_{\text{min}}, \alpha_{\text{max}}], \gamma \in (0,1) \) and \( 0 < \sigma_1 < \sigma_2 < 1 \). Given \( x_k \in \Omega \) and \( \alpha_k \in [\alpha_{\text{min}}, \alpha_{\text{max}}] \), the following algorithm describes how to compute \( x_{k+1} \) and \( \alpha_{k+1} \).

**Algorithm 2 (SPG)**

**Step 1:** If \( \|P(x_k - g(x_k)) - x_k\| = 0 \), stop, declaring that \( x_k \) is stationary.

**Step 2:** Backtracking:

**Step 2.1:** Compute \( d_k = P(x_k - \alpha_k g_k) - x_k \). Set \( \lambda = 1 \).

**Step 2.2:** Set \( x_+ = x_k + \lambda d_k \).
Step 2.3: If (7) is satisfied, then set \( \lambda_k = \lambda \), \( x_{k+1} = x_+ \), \( s_k = x_{k+1} - x_k \), \( y_k = g_{k+1} - g_k \) and go to Step 3, else, choose \( \lambda_{new} \in [\sigma_1 \lambda, \sigma_2 \lambda] \), set \( \lambda = \lambda_{new} \) and go to Step 2.2.

Step 3: Compute \( b_k = \langle s_k, y_k \rangle \).

If \( b_k \leq 0 \), set \( \alpha_{k+1} = \alpha_{max} \), else, compute \( a_k = \langle s_k, s_k \rangle \) and \( \alpha_{k+1} = \min[\alpha_{max}, \max[\alpha_{min}, a_k / b_k]] \)

Any accumulation point of this algorithm is a constrained stationary point and, even though, global convergence has not been proven explicitly, the original theorem by Grippo, Lampariello and Lucidi in [3], which only needs \( d_k \) to be a descent direction, supports the assumption of global convergence of SPG in most cases. This, as well as the efficiency of the algorithm, has been corroborated in various numerical experiments for feasible sets with easy projections in [5] and for more specific problems containing polygonal feasible sets - in [6].

More precisely, a FORTRAN 77 implementation was compared to the LANCELOT package on all the bound constrained problems from the CUTE collection which have more than 50 variables. Except for four problems, where the minimizer could not be obtained within 50000 iterations, algorithm SPG (with \( M = 10 \)) reached the same minimal function value, and was faster in 29 out of the remaining 40 problems (72.5%). In the cases where the algorithm failed, it stopped near a local minimizer. This reveals slow local convergence. Furthermore, if the minimum of \( f \) is unconstrained and ‘far’ from the boundary \( \partial \Omega \), this algorithm is practically the (nonmonotone) steepest descent method, thus, not particularly efficient. Hence, a Newton-like variation might be interesting as well.

2.3 The F-rule

J. Han, J. Sun and W. Sun found a generalization for several popular nonmonotone stepsize rules for unconstrained optimization (1), including the nonmonotone Armijo rule. In [7], they first defined a forcing function (F-function) to be a function \( \sigma : [0, \infty) \to [0, \infty) \), such that for any sequence \( \{t_i\} \subset [0, \infty) \)

\[
\lim_{i \to \infty} \sigma(t_i) = 0 \quad \Rightarrow \quad \lim_{i \to \infty} t_i = 0
\]  

and the nonmonotone F-rule as

\[
f(x_k + \lambda_k d_k) \leq \max_{0 \leq j \leq m(k)} [f(x_{k-j})] - \sigma(t_k),
\]  
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for $\lambda_k \geq 0$ bounded above, $m(k)$ according to (5), $\sigma$ being a forcing function and $t_k = -\langle d_k, g_k \rangle / \|d_k\|$.

The mapping $\delta : [0, \infty) \mapsto [0, \infty)$ is defined as

$$
\delta(t) = \begin{cases} 
\inf\{\|x - y\| : \|g(x) - g(y)\| \geq t\}, & t \in [0, \eta), \\
\lim_{s \to \eta, s < \eta} \delta(s), & t \in [\eta, \infty),
\end{cases}
$$

(10)

where $\eta = \sup\{\|g(x) - g(y)\| : x, y \in \Omega_0\}$. In this context, the nonmonotone Armijo rule (4) satisfies the nonmonotone F-rule with $\sigma(t) = \gamma \beta t \delta((1 - \gamma)t)$.

It has been proven that, if $f$ is continuously differentiable, $\Omega_0$ is compact, $\lambda_k$ is defined by the nonmonotone F-rule (9) with forcing function $\sigma$, $x_{k+1} = x_k + \lambda_k d_k$,

$$
\frac{|\langle d_k, g_k \rangle|}{\|d_k\|} \geq \sigma(\|g_k\|) \quad \text{and} \quad \|d_k\| \leq c_2 \|g_k\| \quad \text{with} \quad c_2 > 0,
$$

(11)

then $\{x_k\} \subset \Omega_0$ and every accumulation point of $\{x_k\}$ is a stationary point.

In particular, these requirements are satisfied if, for $c_1, c_2 > 0$,

$$
\sigma(t) = \frac{c_1}{c_2} t, \quad \langle d_k, g_k \rangle \leq -c_1 \|g_k\|^2 \quad \text{and} \quad \|d_k\| \leq c_2 \|g_k\|.
$$

(12)

Hence, one could also try an algorithm of the following form and examine its numerical performance.

**Algorithm 3**

All steps as in Algorithm 1 except for

Step 5: Set $\alpha = 1$. Compute $t_k = -\langle g_k, d_k \rangle / \|d_k\|$.

Step 6: Compute $f_\alpha = f(x_k + ad_k)$.

- If $f_\alpha \leq \max_{0 \leq j \leq m(k)} [f_{k-j}] + t_k c_1 / c_2$,
- set $f_{k+1} = f_\alpha$, $x_{k+1} = x_k + ad_k$, $k = k + 1$,
- $0 \leq m(k) \leq \min \{m(k-1) + 1, M\}$ and go to Step 2.

### 2.4 A derivative-free method

Since often in applications, the derivatives of an objective function are not available or very expensive to compute, Diniz-Erhardt, Martínez and Raydan developed a derivative-free algorithm in [10]. In every iteration the gradient is approximated by the discrete
If then the search direction $d_k = -\hat{g}_k/\sigma_k$ is chosen, this is most likely to be a descent direction.

Furthermore, their algorithm chooses a random search direction from time to time. This need not, of course, be a descent direction. If the step $x_k + d_k$ cannot be accepted by (13), then the stepsize is computed with secured quadratic interpolation (see Step 2 of Algorithm 4)

The algorithm also uses a relaxed nonmonotone Armijo condition

$$f(x_k + \alpha d_k) \leq \bar{f}_k + \eta_k - \alpha^2 \beta_k,$$

where $\eta_k > 0 \ \forall k$, $\sum_{k=0}^{\infty} \eta_k = \eta < \infty$

$$\text{and } \bar{f}_k = \max_{0 \leq j \leq \min[M,k]} [f(x_{k-j})].$$

The series $\{\beta_k\}$ has been chosen, such that for all infinite subsets $K \in \mathbb{N}$,

$$\lim_{k \in K} \beta_k = 0 \Rightarrow \lim_{k \in K} g(x_k) = 0.$$  

The following algorithm is essentially the discrete gradient type algorithm proposed in [10], except for two changes: The steps have been reorganized and we left out the part, where $x_{k+1}$ is adjusted if, during the computation of the discrete gradient, an auxiliary point with smaller function value is found. Also, for $g_0$, Step 4 (which can easily be put into a subroutine) has to be performed with $x_{-1} = 0$ during the initialisation. So for given $x_k, g_k, \sigma_k$, the following algorithm describes how to compute $x_{k+1}, g_{k+1}$ and $\sigma_{k+1}$.

Algorithm 4 (DGA)

Step 1: Choose search direction:

Compute a random real number $0 < z < 1$.

If $z \leq p$ then compute a random direction $d_k \in \mathbb{R}^n$ such that $\Delta_{\min} \leq \|d_k\| \leq \Delta_{\max}$,

else, compute $d_k = -\hat{g}_k/\sigma_k$.

Step 2: Backtracking:

Step 2.1: Set $\alpha = 1$, compute $\tilde{f}_k$ according to (15).

Step 2.2: If (13) holds, set $\alpha_k = \alpha$, else go to Step 2.5.

Step 2.3: If $\alpha_k = 1$, go to Step 3 (Extrapolation).

The choice $\beta_k \equiv 1$, satisfies this condition trivially.
Step 2.4: Set $x_{k+1} = x_k + \alpha_k d_k$ and go to Step 4 (Discrete Gradient).

Step 2.5: Set $d = \alpha_k d_k$, compute $b = f(x_k + d) + f(x_k - d) - 2f(x_k)$.

If $b \leq 0$, go to Step 2.7.

Step 2.6: Compute $t = (f(x_k - d) - f(x_k + d))/b$.

If $t \in [\tau_{\text{min}}, \tau_{\text{max}}]$ set $\alpha_{\text{new}} = t\alpha$ and go to Step 2.8.

If $t \in [-\tau_{\text{max}}, -\tau_{\text{min}}]$ set $\alpha_{\text{new}} = -t\alpha, d_k = -d_k$ and go to Step 2.8.

Step 2.7: Set $\alpha_{\text{new}} = \tau_{\text{max}}\alpha$.

If $f(x_k - d) \leq f(x_k + d)$ set $d_k = -d_k$.

Step 2.8: Set $\alpha = \alpha_{\text{new}}$ and go to Step 2.2.

Step 3: Extrapolation:

Step 3.1: Set $c = 1$.

Step 3.2: If $2c > c_{\text{max}}$ set $x_{k+1} = x_k + c\alpha_k d_k$ and go to Step 4 (Discrete Gradient).

Step 3.3: If $f(x_k + 2\alpha_k d_k) > f(x_k + c\alpha_k d_k)$
set $x_{k+1} = x_k + c\alpha_k d_k$ and go to Step 4 (Discrete Gradient).

Step 3.4: Set $c=2c$ and go to Step 3.2.

Step 4: Discrete Gradient:

Step 4.1: For $j = 1, \ldots, n$ execute Steps 4.2-4.4.

Step 4.2: Set $h = \varepsilon_k$. If $[x_{k+1}]_j < [x_k]_j$, set $h = -h$.

Step 4.3: Set $z = x_{k+1} + he_j$.

Step 4.4: Set $[\hat{g}_{k+1}]_j = [f(z) - f(x)]/h$.

Step 5: Compute $\sigma_{k+1}$ according to (17).

The following choice of $\sigma_{k+1}$ has been proposed in [10], but other methods are possible as well:

$$
\sigma_{k+1} = \max \left[ \sigma_{\text{min}}, \min \left[ \sigma_{\text{max}}, \frac{\langle \hat{g}_{k+1} - \hat{g}_k, x_{k+1} - x_k \rangle}{\|x_{k+1} - x_k\|} \right] \right].
$$

The following convergence statement has been proven for algorithm DGA in [10]. If the level set $\{x \in \mathbb{R}^n : f(x) \leq f(x_0) + \eta\}$ is bounded, $0 < \theta < 1$, $0 < \Delta_{\text{min}} < \Delta_{\text{max}} < \infty$ and for infinitely many $d_k$

$$
\|d_k\| \in [\Delta_{\text{min}}, \Delta_{\text{max}}] \quad \text{and} \quad \langle d_k, g_k \rangle \leq -\theta\|g_k\|\|d_k\|,
$$
then for all $\varepsilon > 0$ there exists $k \in \mathbb{N}$ such that $\|g_k\| \leq \varepsilon$. Since an approximate steepest descent direction is chosen, it is very likely that (18) holds infinitely often and every stopping criterion $\|g_l\| \leq \text{tol}$ will eventually be satisfied.

Another version of the algorithm uses the search direction $d_k = -H_k^{-1}\hat{g}_k$ with the inverse of the Hessian approximation $H_k$ obtained from $y_k = \hat{g}_{k+1} - \hat{g}_k$ and $s_k = x_{k+1} - x_k$ as follows.

If

$$|\langle (s_k - H_k^{-1}y_k), y_k \rangle| \leq \rho \|y_k\|\|s_k - H_k^{-1}y_k\|,$$  \quad (19)

then set $H_{k+1}^{-1} = H_k^{-1}$, else,

$$H_{k+1}^{-1} = H_k^{-1} + \frac{(s_k - H_k^{-1}y_k)(s_k - H_k^{-1}y_k)^T}{\langle (s_k - H_k^{-1}y_k), y_k \rangle}$$  \quad (20)

The test (19) has been added to avoid the denominator being (numerically) zero which leads to instabilities. For this version, too, stationary points can be found to an arbitrary precision with probability 1.

For both alternatives, a FORTRAN implementation has been tested on several example problems. The reliability (shown e.g. in a success rate of around 70% for the steepest descent version) is satisfactory. For many problems, the Newton-type version needs less iterations than the first one, as is expected from theory. In both cases, an increase of the parameter $p$, which regulates the probability of random search directions, increases the stability but also the number of function evaluations, hence a value of 0.05 has been proposed as compromise. All in all, the algorithms seem to be quite promising for use in an application.

3 Nonmonotone trust region methods

In trust region methods, the objective function $f$ is modelled in every iteration by a model function $m_k$, which approximates $f(x)$ around $x_k$. Usually, this is the second Taylor approximation of $f$ at $x_k$, possibly with a bounded approximation to the Hessian. Then, a step $s_k$ is chosen within a small region $\{s : \|s\| \leq \Delta_k\}$ (where $\| \cdot \|$ can be any norm), such that $s_k$ (approximately) solves the subproblem

$$\min m_k(x_k + s) \quad \text{subject to} \quad \|s\| \leq \Delta_k.$$  \quad (21)
If $x_k + s_k$ decreases the objective function sufficiently, the step is accepted and, according to how well the objective function has been modelled, the new trust region radius $\Delta_{k+1}$ may be increased. If the decrease of the objective function was too small, or if even $f(x_k + s_k) > f(x_k)$, then the step is rejected, $x_{k+1}$ is set to $x_k$ and the trust region radius is reduced. The decrease of the objective function is measured with the ratio

$$\rho_k = \frac{f(x_k) - f(x_k + s_k)}{m_k(x_k) - m(x_k + s_k)}.$$  \hspace{1cm} (22)

The trial point is accepted if $\rho_k \geq \eta_1$, and the trust region radius is updated as follows:

$$\Delta_{k+1} = \begin{cases} 
\gamma_2 \Delta_k, & \rho_k > \eta_2 \\
\Delta_k, & \rho \in [\eta_1, \eta_2] \\
\gamma_1 \Delta_k, & \rho < \eta_1 
\end{cases}$$  \hspace{1cm} (23)

where $0 < \eta_1 < \eta_2 < 1$, $0 < \gamma_1 < 1 < \gamma_2$

So the standard (monotone) trust region algorithm looks as follows:

**Algorithm 5**

*Step 0:* Initialize data

*Step 1:* Define the model function $m_k$.

*Step 2:* Calculate the trial step $x_k + s_k$ from (21).

*Step 3:* Compute $\rho_k$ according to (22).

  If $\rho_k < \eta_1$ define $x_{k+1} = x_k$.

  Otherwise set $x_{k+1} = x_k + s_k$.

*Step 4:* Compute $\Delta_{k+1}$ by (23) and go to Step 1.

Of course, this is merely a very simplified model algorithm, which does not even have a stopping criterion, but it is enough to show the general procedure of trust region methods. More sophisticated implementations also use an inner and an outer cycle for finding $\Delta_k$ and an acceptable step $s_k$, and reuse data such as $g_k$ and $H_k$.

Several nonmonotone variations of trust region methods have been proposed, which mainly change the criteria, when to accept a trial step $s_k$ in Step 3, but may also include precise descriptions of how to define the model function and how to obtain the trial step.

### 3.1 Nonmonotone trust region method on a convex feasible set

In [11], Toint considers problem (6), where $x$ is constrained to a closed convex set $\Omega \in \mathbb{R}^n$ and $P(z)$ is the orthogonal projection of $z$ onto $\Omega$. Hence, this has to be taken
into account when computing the trial step, which needs to be in \( \Omega \) as well. The trial step is then accepted or rejected by consideration of

\[
\rho_k = \max \left[ \frac{f_r - f(x_k + s_k)}{\sigma_r}, \frac{f(x_k) - f(x_k + s_k)}{m_k(x_k) - m_k(x_k + s_k)} \right],
\]

(24)

where \( f_r \) is a reference value of the objective function of the last \( h \) few steps and \( \sigma_r \) the sum of decreases of the model functions since that reference value occurred. Furthermore, \( f_c \), the maximal value of \( f \) in the last \( h \) iterations, is a candidate reference value of \( f \). This is taken as new reference value if \( l \), the number of iterations since the overall best value \( f_{\text{min}} \) was attained, reaches \( h \). The whole algorithm is as follows, where the model function and the trial step are computed as in any (constrained) monotone trust region algorithm.

**Algorithm 6 (NMTR)**

**Step 0:** Initialize data: \( \eta_1, \eta_2, \gamma_1, \gamma_2, h, x_0, \Delta_0 \).

Set \( k = l = 0, f_{\text{min}} = f_r = f_c = f(x_0), \sigma_r = \sigma_c = 0 \).

**Step 1:** Define the model function \( m_k \).

**Step 2:** Calculate the trial step \( x_k + s_k \) by (21).

**Step 3:** Acceptance of trial step:

**Step 3.1:** Compute \( \rho_k \) according to (24).

**Step 3.2:** If \( \rho_k < \eta_1 \) define \( x_{k+1} = x_k \) and go to Step 4.

**Step 3.3:** Set \( x_{k+1} = x_k + s_k, l = l + 1, \)
\[ \sigma_c = \sigma_c + m_k(x_k) - m_k(x_{k+1}), \]
\[ \sigma_r = \sigma_r + m_k(x_k) - m_k(x_{k+1}). \]

**Step 3.4:** If \( f(x_{k+1}) < f_{\text{min}} \) then set
\[ f_c = f_{\text{min}} = f(x_{k+1}), \sigma_c = 0, l = 0 \]
and go to Step 4.

**Step 3.5:** If \( f(x_{k+1}) > f_c \) then set
\[ f_c = f(x_{k+1}) \text{ and } \sigma_c = 0. \]

**Step 3.6:** If \( l = h \), set \( f_r = f_c \) and \( \sigma_r = \sigma_c \).

**Step 4:** Compute \( \Delta_{k+1} \) by (23) and go to Step 1.

Toint showed in several numerical experiments that his algorithm is reliable and outperforms the classical monotone trust region algorithm SBMIN in speed. In addition, he showed global convergence of the algorithm to a constrained stationary point for \( f \) twice continuously differentiable under some mild assumptions on the model function \( m_k \) and the trial step \( x_k + s_k \).
The code for SBMIN of the LANCELOT package has been taken as a starting point to implement algorithm NMTR, and these two algorithms were tested on 390 problems from the CUTE collection. It could be observed that NMTR matches the excellent reliability of SBMIN. Furthermore, NMTR improves the number of iterations as well as function evaluations and the overall execution time by about 30%. The performance of NMTR is especially good for small problems and, since the average gain in computational time is achieved in only a few problems, this algorithm is most interesting for problems which are hard for SBMIN.

3.2 Box-constrained trust region method

In [13], Chen, Han and Xu considered the box constrained optimization problem:

\[
\min f(x) \quad \text{subject to} \quad l \leq x \leq u,
\]

where \( l, x, u \in \mathbb{R}^n \) and \(-\infty < l < u < +\infty\) pointwise. To coincide with these constraints, the indices 1, \ldots, \( n \) are divided into the following sets at each iteration for a given trust region radius \( \Delta \):

\[
I_k^a = \{ i : x_{ki} = l_i, g_{ki} \geq 0 \text{ or } x_{ki} = u_i, g_{ki} \leq 0 \} \quad \text{the active set,}
\]

\[
I_k^s = \{ i : x_{ki} = l_i, g_{ki} < 0 \text{ or } x_{ki} = u_i, g_{ki} > 0 \} \quad \text{the semi-active set,}
\]

\[
I_k^+(\Delta) = \{ i : 0 < x_{ki} - l_i < \min[\varepsilon_0, \delta_k, \Delta] \text{ or } 0 < u_i - x_{ki} < \min[\varepsilon_0, \delta_k, \Delta] \},
\]

where \( \delta_k = \sum_{i \notin I_k^a} |g_{ki}| \) and \( \varepsilon_0 = \frac{1}{4} \min_{1 \leq i \leq n} [u_i - l_i] \).

\[
I_k' = \{ 1, \ldots, n \} \setminus (I_k^a \cup I_k^s \cup I_k^+(\Delta)).
\]

The components \( s_{ki}(\Delta) \) of the trial step \( s_k(\Delta) \), are defined by considering each coordinate of \( x_k \). If \( i \in I_k^a \), that is if \( x_{ki} \) sits on the boundary and \( g_{ki} \) points into the feasible set, i.e. we can only achieve improvement of the objective function by going beyond the boundary, then \( s_{ki}(\Delta) \) is set to zero. If \( i \in I_k^s \), that is if \( x_{ki} \) sits on the boundary and we can achieve improvement by going into the feasible set, i.e. \( g_{ki} \) points outward, then \( s_{ki}(\Delta) \) is set to \(-\text{sign}(g_{ki})\) and scaled appropriately according to the data of the problem and the trust region radius \( \Delta \). If \( i \in I_k^+(\Delta) \), \( x_{ki} \) is inside the feasible set, but very close to the boundary. In this case, we either step onto the boundary (if \( g_{ki} \) points inward), or, with an appropriate step length, further into the feasible set (if \( g_{ki} \) points outward).
For the remaining $i \in I_k'$, $s_{ki}(\Delta)$ can be computed by considering the unconstrained trust region subproblem (21) with reduced dimension $(g_{ki}, [H_k]_{ij}$, where $i, j \in I_k'$) and the reduced trust region radius

$$
\tilde{\Delta} = \sqrt{\left(\Delta^2 - \sum_{i \in I_k' \cup I_k^+(\Delta)} s_{ki}^2(\Delta)\right)}
$$

Finally, the ratio of the acceptance of the trial step is defined as

$$
\rho_k = \frac{f(x_k + s_k(\Delta)) - \max_{0 \leq j \leq m(k)}[f_{k-j}]}{\langle g_k, s_k(\Delta) \rangle + \frac{1}{2} \langle s_k(\Delta), \hat{H}_k s_k(\Delta) \rangle}
$$

with $m(k)$ as in (5) and

$$
[\hat{H}_k]_{ij} = \begin{cases}
[H_k]_{ij}, & i, j \notin I_k^+ \cup I_k^s \\
0, & \text{else.}
\end{cases}
$$

Furthermore, Chen, Han and Xu showed that in the monotone version of their algorithm ($m(k) \equiv 0$), the correct active set is found after a finite number of iterations if the strict complementary slackness condition holds. In this case, the algorithm is reduced to an unconstrained trust region method with smaller dimension.

Numerical test of the FORTRAN implementation of the algorithm on several problems with two different solvers for the unconstrained subproblem and several values of $M$ showed that the nonmonotone version is competitive with the monotone version and outperforms it for some special problems. Furthermore, it could be observed that a value of $M \in [8, 12]$ is usually better.

### 3.3 Equality constrained trust region method without penalty function

In [14], M. Ulbrich and S. Ulbrich described an algorithm to solve the equality constrained problem

$$
\min f(x) \quad \text{subject to} \quad c(x) = 0,
$$

$$
\text{minimize } f(x) \quad \text{subject to } c(x) = 0,
$$
where $f$ and $c$ are continuously differentiable, with $A = \nabla c$ the transposed Jacobian of $c$. Their algorithm was motivated by SQP filter methods, but instead of using a filter, they allowed nonmonotony in both, the objective function and the feasibility.

In each iteration, the trial step $s_k$ is computed as sum of a quasi-normal step and a tangential step. The quasi-normal step $s^n_k$ is obtained from the subproblem

$$\min \|c(x_k) + A(x_k)^Ts^n\|^2 \quad \text{subject to} \quad \|s^n\| \leq \Delta_k$$

and is made to improve feasibility. The tangential step $s^t_k$, on the other hand, is made to decrease the quadratic model

$$q_k(s) = \langle (g_k + A_ky_k), s \rangle + \frac{1}{2} \langle s, H_k s \rangle$$

of the Lagrange function

$$\ell(x, y) = f(x) + \langle y, c(x) \rangle, \quad y \in \mathbb{R}^m,$$

where $H_k$ is a symmetric approximation of $\nabla^2 \ell(x_k, y_k)$ and $y_k$ a Lagrange multiplier estimate. Hence, $s^t_k$ is obtained from the subproblem

$$\min q_k(s^n_k + s^t) \quad \text{subject to} \quad A_k^T s^t = 0, \quad \|s^t\| \leq \Delta_k.$$ 

The step is acceptable for the constraints, if the quotient of the relaxed actual reduction and the predicted reduction for the feasibility

$$\frac{\text{rared}_c^k}{\text{pred}_c^k} = \max \left[ R_k, \sum_{r=0}^{\nu^c - 1} \lambda^c_{kr} \|c_k - r\|^2 \right] - \|c(x_k + s_k)\|^2 \geq \eta_1,$$

where

$$\eta_1 \in (0, 1) \text{ fixed, } \nu^c \in \mathbb{N}, \quad \lambda \in (0, 1/\nu^c),$$

$$\nu^c_k = \min [k + 1, \nu^c], \quad \lambda^c_{kr} \geq \lambda > 0, \quad \sum_{r=0}^{\nu^c - 1} \lambda^c_{kr} = 1,$$

$$R_k \geq \|c_k\|^2, \quad \text{usually } R_k = \|c_k\|^2.$$
For the acceptability of the decrease of the Lagrange function, we need the following values

\[ \text{pred}_k^t = q_k(s_k^n) - q_k(s_k), \]  
the predicted tangential reduction of \( \ell \), \hspace{1cm} (40)

\[ \text{pred}_k^\ell = -q_k(s_k), \]  
the predicted reduction of \( \ell \) for the whole step, \hspace{1cm} (41)

\[ \text{rared}_k^\ell = \max \left[ \ell_k, \sum_{r=0}^{\mu_k-1} \lambda_{kr}^\ell \ell_{k-r} \right] - \ell(x_k - s_k, y_k), \]  
the relaxed actual reduction \hspace{1cm} (42)

with the parameters similar to (39).

A step \( s_k \) is then accepted if (38) holds and, for \( \mu \in (2/3, 1), \gamma \in (0, 1) \), the following is true:

\[ \text{If} \quad \text{pred}_k^t \geq \max[\text{pred}_k^c, (\text{pred}_k^c)^\mu] \quad \text{and} \quad \text{pred}_k^\ell \geq \gamma \text{pred}_k^t \]  
then \( \text{rared}_k^\ell \geq \eta_1 \text{pred}_k^\ell \). \hspace{1cm} (43)

So we only consider the decrease of the Lagrange function, if the tangential step is promising and we expect a better improvement of \( \ell \) than of the feasibility. Otherwise we are satisfied with sufficient reduction of \( c \).

If the functions \( f \) and \( c \), as well as their derivatives, behave nicely within an open convex subset of \( \mathbb{R}^n \) and the series \( \{x_k\} \) stays inside of this set, then global convergence to a feasible, constrained stationary point has been proven.

Furthermore, M. Ulbrich and S. Ulbrich proved quadratic convergence in the case that \( f \) and \( c \) are twice continuously differentiable and \( \nabla^2 f \) and \( \nabla^2 c \) are Lipschitz continuous in a neighbourhood of a stationary point. To achieve this, one has to apply an SQP-Newton-type step rule with the exact Hessian of the Lagrange function near the stationary point and choose the Lagrange multiplier estimates \( y_k \) carefully. Then the algorithm will eventually take the whole Newton step and, hence, converge quadratically.

The numerical results of the MATLAB implementation presented in [14] are particularly satisfactory. Compared to the LANCELOT package on a set of CUTE problems, it demonstrated its robustness and efficiency. For all problems, the same minimal function value has been found - mostly with fewer evaluations of \( f, c, \nabla f, \) and \( \nabla c \). The locally quadratic convergence could also be observed. The analytical and numerical results show that this whole new class of algorithms, which has been opened up, is competitive with standard techniques and is worth being examined in more detail.
3.4 Trust region method for general constraints and simple bounds

In [15], Xu, Han and Chen considered a combination of the two problems (25) and (33), namely

\[
\min f(x) \quad \text{subject to} \quad c(x) = 0 \quad \text{and} \quad l \leq x \leq u
\]  

(44)

They, too, divided the step into a normal and a tangential component. The former is the solution \(v_k(\Delta)\) to the subproblem

\[
\min \phi_k(v) = 0.5\|c_k + A_k^T v\|^2 + 0.5\|v\|^2
\]

s.t. \(l \leq x_k + v \leq u\)

\[
\|v\|_\infty \leq 0.8\Delta,
\]

(45)

where the term \(0.5\|v\|^2\) ensures that this is a strictly convex program. The whole step is, then, the solution \(s_k(\Delta)\) to

\[
\min \psi_k(s) = \langle g_k, s \rangle + 0.5\langle s, H_k s \rangle
\]

s.t. \(A_k^T s = A_k^T v_k(\Delta)\)

\(l \leq x_k + s \leq u\)

\[
\|s\|_\infty \leq \Delta.
\]

(46)

For the ratio \(\rho_k\), the \(l_2\) exact penalty function

\[
F(x, \sigma) = f(x) + \sigma \left( \sum_{i=1}^m c_i^2(x) + \sum_{i=1}^n \min[x_i - l_i, u_i - x_i] \right)
\]

(47)

is used, which, as \(l \leq x_k \leq u\), is reduced to

\[
F_k = F(x_k, \sigma_k) = f(x_k) + \sigma_k \|c_k\|.
\]

(48)

So, we compute the ratio of the actual and the predicted reduction as follows,

\[
\text{ared}_k(\Delta) = F(x_k + s_k(\Delta), \sigma_k) - \max_{0 \leq j \leq m(k)} F_k - j
\]

(49)

\[
\text{pred}_k(\Delta) = \langle g_k, s_k(\Delta) \rangle + 0.5\langle s_k(\Delta), H_k s_k(\Delta) \rangle + \sigma_k(\|c_k + A_k^T s_k(\Delta)\| - \|c_k\|)
\]

(50)

\[
\rho_k(\Delta) = \frac{\text{ared}_k(\Delta)}{\text{pred}_k(\Delta)}.
\]

(51)
with \( m(k) \) maximal as in (5). Even though, a further variable \( M_k \) has been introduced, this can be ignored as it was initialized with \( M \) and could only grow, hence always, \( m(k) \leq M \leq M_k \).

For the algorithm from these ingredients, a detailed convergence analysis for the two cases \( \lim \inf_k \Delta_k = 0 \) and \( \lim \inf_k \Delta_k > 0 \) is presented in [15]. Provided the functions and their derivatives are nice and the iterates stay within a convex set, the existence of a \( \varphi \)-stationary (see (52)) or even a substationary (see (53)) limit point has been proven.

\( x^* \) is a \( \varphi \)-stationary point, if

\[
\begin{align*}
  l &\leq x^* \leq u \text{ and } \exists \mu_l, \geq 0, \ \mu_u \geq 0 \text{ such that } \\
  \langle \mu_l, (x^* - l) \rangle &\leq 0, \quad \langle \mu_u, (u - x^*) \rangle = 0, \\
  A(x^*)c(x^*) - \mu_l + \mu_u &\leq 0.
\end{align*}
\]

\( x^* \) is a substationary point, if

\[
\begin{align*}
  l &\leq x^* \leq u \text{ and } \exists \mu_l, \geq 0, \ \mu_u \geq 0, \ \lambda \in \mathbb{R}^m \text{ such that } \\
  \langle \mu_l, (x^* - l) \rangle &\leq 0, \quad \langle \mu_u, (u - x^*) \rangle = 0, \\
  g(x^*) - A(x^*)\lambda - \mu_l + \mu_u &\leq 0.
\end{align*}
\]

To avoid the Maratos effect, a second order correction has been proposed as \( s'_k \) which solves (55), by using the solution \( v'_k \) of (54).

\[
\begin{align*}
  \min_{v} \phi'_k(v) &= 0.5\|c(x_k + s_k(\Delta)) + A_k^Tv\|^2 + 0.5\|v\|^2 \\
  \text{s.t. } l &\leq x_k + s_k(\Delta) + v \leq u \\
    \|v + s_k(\Delta)\|_\infty &\leq 0.8\Delta \\
  \min_{s_k} \psi_k(s) &= \langle g_k, (s + s_k(\Delta)) \rangle + 0.5((s + s_k(\Delta)), H_k(s + s_k(\Delta))) \\
  \text{s.t. } A_k^Ts &= A_k^Tv'_k(\Delta) \\
    l &\leq x_k + s_k(\Delta) + s \leq u \\
    \|s + s_k(\Delta)\|_\infty &\leq \Delta
\end{align*}
\]

The next iteration point is then set to \( x_{k+1} = x_k + s_k(\Delta) + s'_k(\Delta) \).

---

1In Algorithm 3.1 of [15], \( x_{k+1} = x_k + s_k(\Delta) + s'_k(\Delta) + s'_k(\Delta) \) (in the suitable notation), but we assumed that this is a misprint.
The following formulas have been taken out of the algorithm for clarity:

$$\text{pred}_k(\Delta) \leq 0.5\sigma_k(\Delta)(\|c_k + A_k^T s_k(\Delta)\| - \|c_k\|)$$  \hspace{1cm} (56)

$$\sigma_k(\Delta) = 2 \max \left[ \langle g_k, s_k(\Delta) \rangle + 0.5 \langle s_k(\Delta), H_k s_k(\Delta) \rangle \bigg\| + \alpha, \sigma_k \right]$$  \hspace{1cm} (57)

$$\rho'_k = \frac{F(x_k + s_k(\Delta) + s'_k(\Delta), \sigma_k(\Delta)) - \max_{0 \leq j \leq m(k)} [F_{k-j}]}{\text{pred}_k(\Delta)}$$  \hspace{1cm} (58)

**Algorithm 7**

**Step 0:** Initialize data: \( l \leq x_0 \leq u, \ H_0, \ \Delta_{\text{start}} > 0, \ \eta_1, \eta_2 \in (0, 1), \ \ M \geq 0, \ \sigma_o > 0, \ k = 0, \ m(0) = 0. \)

**Step 1:** Set \( \Delta = \Delta_{\text{start}}. \)

**Step 2:** Calculate \( f_k, \ g_k, \ c_k, \ A_k. \)

**Step 3:** Obtain \( v_k(\Delta) \) from (45) and \( s_k(\Delta) \) from (46).

*If \( v_k(\Delta) = 0 \) and 0 is a stationary point of (46) then stop.*

**Step 4:** Set \( \sigma_i(\Delta) = \sigma_k. \) Compute \( \text{pred}_k(\Delta) \) with \( \sigma_k(\Delta). \)

*If (56) does not hold, compute \( \sigma_k(\Delta) \) according to (57).*

**Step 5:** Compute \( \rho_k \) from (51) with \( \sigma_k(\Delta). \)

*If \( \rho_k \geq 0.75 \) then set \( s_k = s_k(\Delta) \) and go to Step 7.*

Otherwise, compute \( \rho'_k \) from (58) with \( \sigma_k(\Delta). \)

**Step 6:** If \( \rho'_k < \eta_1, \) set \( \Delta = \eta_2 \Delta \) and go to Step 3.

Otherwise, set \( s_k = s_k(\Delta) + s'_k(\Delta). \)

**Step 7:** Set \( x_{k+1} = x_k + s_k, \ \sigma_{k+1} = \sigma_k = \sigma_k(\Delta), \ m(k + 1) = \min[m(k) + 1, M], \)

Generate \( H_k, \) set \( k = k + 1 \) and go to Step 1.

The algorithm has been implemented in FORTRAN and tested with several example problems with small dimensions \((n, m \leq 5).\) The results supplied in [15] only compared the monotone \((M = 0)\) with the nonmonotone version of the algorithm. In most problems, the number of function evaluations could be improved with the nonmonotone version for at least one value of \( M > 0. \) Only for one problem, the number of function evaluations increased significantly compared to the monotone version for some values of \( M \) and hardly any decrease could be observed for other values of \( M. \) Hence, the algorithm is reliable due to the analytical results, but the numerical performance warrants further examination.
4 Conclusion

We have considered several nonmonotone line search and trust region algorithms for unconstrained and for different kinds of constrained optimization problems. Most of these are proven to converge globally to a (constrained) stationary point if the objective function and the constraints are nice and - in some cases - further mild assumptions hold.

All these algorithms have shown good performance in several numerical experiments. They are about as stable as the well-known monotone algorithms they have been compared to and, in most cases, more efficient, especially when applied to badly conditioned problems. Hence, the nonmonotone techniques are competitive with standard algorithms.

Other recent papers on nonmonotone optimization techniques, such as [8], where a nonmonotone algorithm is applied to solving large-scale nonlinear systems of equations, [9], which uses a nonmonotone second order stepsize rule to find a second order stationary point, or [16], which considers the same problem as in 3.4, but also allows nonmonotony in the penalty parameter, show the topicality of this subject and the interest in nonmonotone optimization techniques among mathematicians and scientists throughout the world. Hence, we can expect further improvements of these methods in the future.
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